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Abstract—Optical Character Recognition (OCR) pacts
with the problem of identifying all types of different
characters. OCR is capable of recognizing and converting
both printed and handwritten characters into machine-
readable digital formats. OCR is not only used to recognize
proper words but can also read numbers and codes. The
research paper focuses on performing the extraction of
the text from the input image. The elaborated model has
been proposed to conduct the extraction of the text from
images. The implementation of the proposed model has
been conducted on the MATLAB simulation tool. The three
different cases with different font types (Times New Roman,
Consolas, and Arial) have been tested on the proposed model
and the readings for four different performance evaluation
parameters (similarity achieved, difference, common
symbols, and different symbols) have been achieved in all
three cases. The paper elaborates the different steps of the
conducted implementation in step-wise pictorial form for
better understanding in all three implemented instances.
The fonts have been taken from Serif (Arial and Times New
Roman) and Sans Serif (Consolas) families. The conclusion
part of the research paper details the obtained results in
tabular as well as the graphical format and concludes that
the accuracy achieved in extracting text from images is
higher in the case of Serif fonts as compared to Sans Serif.

Keywords:Arial, Consolas, Font, Text extraction, Times
New Roman.

I. INTRODUCTION

The purpose of OCR is to conduct the mechanical and
electrical conversion of scanned images of typewritten
and handwritten text into machine text [1, 2]. It enables
to digitize the printed texts which assist in electronic
searches, enabling compact storage of text, and providing
the text for machine translation, text mining, and text
to speech conversion [3, 4]. In the recent past, the OCR
found its widespread use in industries, banking, education,
and research and brought a revolution in the world of the
document management process [5, 6]. OCR has turned
the scanned documents into fully searchable documents
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as the text is recognized via computers [7, 8]. OCR
prevents the user from manually typing the documents if
they are required to enter these into electronic databases.
Instead, OCR excerpts pertinent information and enters
it automatically [9, 10, 11]. Consider a code or a serial
number comprising of alphabets and numerals that are
supposed to be digitized. OCR can convert these codes
into a digital form and provide the required output [12,
13]. But OCR does not consider the genuine nature of
the object which is to be scanned [14, 15]. The job of
the OCR is to take a look at the characters and convert
them into digital format [16]. For instance, if one scans
the word, OCR would learn and recognize the letters
of the word, but have nothing to do with the meaning
of the word [17]. The research work conducted in the
paper primarily focuses on recognizing and extracting
the alphabets and numerals from the given image based
on the input image comprising alphabets and numerals
to form the template. The four different performance
evaluation parameters have been used to test the worth
of the conducted research. These parameters are briefly
mentioned below.

A. Similarity Achieved

“Similarity achieved ” refers to how accurately the text
has been extracted from the image under consideration.
The value of the “similarity achieved” is obtained
in percentage. The greater is the value of “similarity
achieved”, the better are the results obtained.

B. Difference

“Difference” refers to the text that has not been
accurately identified in the image under study. The lower
is the value of the parameter “difference”, the better are
the results obtained. The formula for evaluating the value
of the difference is mentioned as under.

Difference = 100 — Similarity achieved
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C. Common Symbols

“Common symbols” refers to the characters and
numerals which have been accurately matched between
the input image and the obtained output. Greater is the
number of the “common symbols”, better are the results
obtained.

D. Different Symbols

“Different Symbols” refers to the characters and
numerals which have been mismatched between the input
image and the obtained output. The lower is the value of
“different symbols”, the better are the results obtained.

II. RESEARCH METHODOLOGY

This section elaborates on the adopted research
methodology to extract the text from the images. The
proposed methodology is elaborated in the flowchart
displayed in Fig. 1 followed by the relevant algorithm.

Convert the image
img] to binary (1 for
alphabet or numeral
and 0 for space)

Provide the input
image imgl

Crop the image

I
Upload the cropped Generated Template
image and generate a should have created
Templare a .mat file
M ey

T

Read the image
img2 from which the
text is to be extracted

Read one line per
loop from the image
img2

Create a text file to
save results

—

Set the boundary
for img2

Analyze the number c N
of words in line Load the image fing2
— to the created
through spaces template
between letters P
e 0 P
Read letters in its Esumage the _Spa“
iE z £ occupied by the
original dimensions letters
. 000000 .
Is there R
more . .
fines PORE Remo?e the line
. & that have been read
left in the image

img2?

Fig. 1: Flowchart Depicts the Proposed Methodology for Extracting
the Text from the Image
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Algorithm

1. Provide the input image img].

2. Crop the image.

3. Convert the image img! to binary (1 for alphabet or
numeral and 0 for space).

4. Upload the cropped image and generate a Template.

Generated Template should have created a .mat file.

6. Read the image img?2 from which the text is to be
extracted.

7. Read one line per loop from the image img?2.

Read the image img2 from which the text is to be

extracted.

9. Read one line per loop from the image img?2.

10. Set the boundary for img2.

11. Create a text file to save results.

12. Load the image img?2 to the created template.

13. Analyze the number of words in line through spaces
between letters.

14. Read letters in their original dimensions.

15. Estimate the space occupied by the letters.

16. Remove the line that has been read.

17. If there more lines left in the image img2

18. Goto 13

19. Else

20. Goto 18

21. End

b

*®

III. IMPLEMENTATION AND RESULTS

This section practically demonstrates the proposed
research work via three instances. MATLAB has been used
as a simulation tool to extract the text from the images.

A. Case ]
Input images
First input image
Second input image
Font — Times New Roman
Font size -18
Fig. 2 represents the image imgl/ showing the
lowercase characters from ‘a’to ‘z’, uppercase characters
from ‘A’ to ‘Z’, and numerals from ‘0’ to ‘9’ written in
Times New Roman font having font size 18.

—imgl (Fig. 2)
—img2 (Fig. 3)

abcdefghijklmnopgqrstuvwxyz

ABCDEFGHIJKLMNOPQRSTUVW
XYz

0123456789

Fig. 2: Figure Depicts the Input Image img! with Written Characters
and Numerals Using Times New Roman Font

Fig. 3 shows the second input img2 which would be
provided as input to the proposed model after successful
creation of the template. The text has to be extracted from
img?2.
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The purpose of OCR is to conduct the mechanical and
electrical conversion of scanned images of typewritten
and handwritten text into machine text. It enables to
digitize the printed texts which assists in electronic
searches, enabling compact storage of text, and
providing the text for machine translation, text mining,
and text to speech conversion. In recent past, the OCR
found 1its widespread use 1 industries, banking,
education, and research and brought a revolution in the
world of document management process. OCR has
turned the scanned documents into fully searchable
documents as the text is recognized via computers.
OCR prevents the user from manually typing the
documents 1f they are required to enter these into
electronic databases. Instead, OCR excerpts pertinent
information and enters it automatically.

Fig. 3. Figure shows the second input img2 which would be provided
as input to the proposed model

Fig. 4 represents the GUI (Graphical User Interface)
created to execute the proposed methodology. The GUI
comprises three push buttons on the left side of the form
titled “ocr_start”. The first push-button “Click to Create
Template” is dedicated to the creation of the template via
uploading the input image file imgl. The second push
button titled “Click to initiate with text extraction” is
intended to initiate the process of extracting the text from
the second input image file img2. The third push-button

titled “Exit” terminates the GUI window.
S oEE

a o start

Extracting Text from Images

Click to create Template

Click to initiate with text extraction

Fig. 4: Figure depicts the designed GUI for extracting the text from the image

a ocrstart

Extracting Text from Images

Fig. 5: Figure depicts the browsing and uploading of the image img/
into the proposed system
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Fig. 5 depicts the browsing and uploading of the
image imgl into the proposed system.

Fig. 6 shows the uploaded image img/. A menu with
two options of “Back” and “Continue” appears on the
screen. The “Back” button redirects to the previous stage
and the “Continue” button leads to the creation of the
template.

Fig. 7 pops the message confirming the successful
creation of the template.

a oastart

Extracting Text from Images
B Mew - O

Bk | | Conte

Click to create Template

abcdefghijklmnopqrstuvwxyz
ABCDEFGHIJKLMNOPQRSTUVWXYZ
0123456789

Fig. 6: Figure shows the uploaded image img/on GUI

] oa start

Extracting Text from Images

Click to create Template

Click to initiate with text extraction

Fig. 7: Figure displays the popped message confirming the successful
creation of the template

Fig. 8 depicts the browsing and uploading of the image
img?2 from which the text is to be extracted.

] ocr start

Extracting Text from Images

imglipg imgtipg ingsirg

Click to initiate with text extraction

Fig. 8: Figure depicts the browsing and uploading of the image img2
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Fig. 9 shows the image img2 successfully uploaded
for the extraction of text.

a o start =
Extracting Text from Images

Selected Image

B Mem -

Ihe purpose of OCR is to conduct the mechanical and
electrical couversion of scanned images of lypewritieu
and handwrillen text into machine text. It enables (o
digitize the printed texts which assists in electronic
searches, enabling compact storage of text. and
providing the text for machine translation, text mining,
and text fo speceh o ion. In recent past, the OCR
found its widespread usc in industrics, banking,
education, and research and brought a revolution in the
world of document management process. OCR has
turned the scanned documents into fully searchable
documents as the text is recognized via computers
OCR prevents the user from manually typing the
documents if (hey are required (o enter (Lese iuto
electrovic databases. Instead, OCR excerpls perlinent
information and enters it automatically

Click to initiate with text extraction

Fig. 9: Figure depicts the image img2 been successfully uploaded

Fig. 10 shows the confirmation of the text been
successfully extracted from the image img?2.

a o stat o

Extracting Text from Images
Click to create Template

Fig. 10: Figure shows the confirmation of the text been successfully
extracted

Fig. 11 shows the finally extracted text from the image
img?2 as per the proposed methodology.

El result.txt - Notepad
File Edit Format View Help

Tne pufpeSe ef olR i8 te c@llducr rlle 1lhecllahical and
eleetrieal eonVer8ion Bf scallned inlages ef rypewfitrch

and handwfitrch texr inte mackine texrr It ehables t@
digirize thc  Prlllred rexts wkiell assi8ts in
seafckes3 chabllllg c@lhraet stefagc of
rfovldlllg tke rext f@r lhachine translari@ll3 texr
and texr te 8Pcech c@llvefsi@nhn 111 recent pasto tke OCR

khnd its widespread 1rse in ihdusrfics3 ballklngo
educatl@no and rescarell alld bfougllr a rev@lutlén 1n rlle
wefld of doehnlcnt nlanagenlent Precess s aCcR nas
rurhcd rne 8callned decumeht8 ilire mlly seafckable
d@clrlhenrs a8 tne rext 1s recBgnlZed Via cBnl1Phrer8 8
OCR pfcvents rne uBer kem mahually tyPing rlle

clcerfonic
texr3 and
lhinlngo

d@clrlhenrs if  rhey are feghifed te ellrcr rllesc iht@
eleetr@nlc database8 8 Ihstead3 BOCR cxcerrts Pcftlnellr
Inkfnlari@ll alld entefs 1t automatlcallyy

Fig. 11: Figure depicts the extracted text from the image img2

Results obtained.:
Similarity achieved — 58.98%
Difference — 41.025%
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Common symbols — 611
Different symbols — 425

B. Case?2
Input images

First input image

Second input image

Font — Consolas

Font size - 18

Fig. 12 represents the image imgl showing the
lowercase characters from ‘a’to ‘z’, uppercase characters
from ‘A’ to ‘Z’, and numerals from ‘0’ to ‘9’ written in
Consolas font having font size 18.

Fig. 13 shows the second input img2 which would be
provided as input to the proposed model after successful
creation of the template. The text has to be extracted from

—imgl (Fig. 12)
—img2 (Fig. 13)

img2.

abcdef

Uuvmwxyz

ghijklmnopgrst

ABCDEFGHTI
UVvWXYZ

JKLMNOPQRST

1234567829

Fig. 12: Figure depicts the input image img/ with written characters
and numerals using Times New Roman Font

The purpose of OCR 1is to conduct the
mechanical and electrical conversion of
scanned images of typewritten and
handwritten text into machine text. It

enables to digitize the printed texts which
assists in electronic searches, enabling
compact storage of text, and providing the
text for machine translation, text mining,
and text to speech conversion. In recent

past, the OCR found its widespread use in
industries, banking, education, and
research and brought a revolution in the
world of document management process. OCR

has turned the scanned documents into fully
searchable documents as the text is
recognized via computers. OCR prevents the
user from manually typing the documents if

they are required to enter these into
electronic databases. Instead, OCR excerpts
pertinent information and enters it

automatically.

Fig. 13: Figure shows the second input img2 which would be provided
as input to the proposed model

Fig. 14 shows the uploaded image imgl. A menu with
two options of “Back” and “Continue” appears on the
screen. The “Back” button redirects to the previous stage
and the “Continue” button leads to the creation of the
template.
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Fig. 15 pops the message confirming the successful
creation of the template.

Fig. 16 shows the image img2 successfully uploaded
for the extraction of text.

Fig. 17 shows the finally extracted text from the image

img?2 as per the proposed methodology.
Results obtained:

Similarity achieved -49.22%
Difference —50.78%
Common symbols —-603
Different symbols - 622

C. Case 3

Input images

First input image

Second input image

Font — Arial

Font size - 18

Fig. 18 represents the image imgl/ showing the
lowercase characters from ‘a’to ‘z’, uppercase characters
from ‘A’ to ‘Z’, and numerals from ‘0’ to ‘9’ written in
Arial font having font size 18.

Fig. 19 shows the second input img2 which would be
provided as input to the proposed model after successful
creation of the template. The text has to be extracted from img?2.

Fig. 20 shows the uploaded image img/. A menu with two
options of “Back” and “Continue” appears on the screen.
The “Back” button redirects to the previous stage and the
“Continue” button leads to the creation of the template.

—imgl (Fig. 18)
—img?2 (Fig. 19)

a ocrstart -

Extracting Text from Images

Click to create Template

fghijklmnopgqrst

72

FGHIJKLMNOPQRST
4

Fig. 14: Figure shows the uploaded image img/on GUI

Extracting Text from Images

Click to create Template

|
Tenpie CrededSossshly

Click to initiate with text extraction

Fig. 15: Figure displays the popped message confirming the successful
creation of the template
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a oastart -3

Extracting Text from Images

Selected Image

The purpose of OCR is o conduct the
necharical and electrical conversion of
scanned  insges  of  typewritten and
handuritten text into machine text. It
enables to digitize the printed texts which
assists in electranic szarches, enabling
corpact starage of text, and providing the
text for machine translation, text nining,
and text to speech canversion. In recent
past, the CCR found its wicespresd use in
industries, banking, education, and
research and brought a revaluticn in the
uorld of docunent managenent process. OCR
has turned the scanned docunents dnto fully
searchable docunents as the tekt 15
recognized via computers. OCR oreverts the
user fron manually typing the focunents if
they are required to enter these into
electronic database:. Instead, OCR excerpts
pertirent information and enters it
autonetically.

Bt | [ cotme

Click to initiate with text extraction

Fig. 16: Figure depicts the image img2 been successfully uploaded

3 resultixt - Notepad 50
File Edt Format View Help

lhe purpose Of OR iS5 to conduCt the
meChaniCal and eleltriCal ConVerslin of
sCanned Inages of typewritten and
handwritten text into maChine textf It
enables tc digitize the printed telts whiCh
aSsists in eleCtrOnil searCheS2 encbling
CompaCt Stcrage of teXt2 and provldlng the
teXt for maChlne tranS1atlOn2 tekt mlnlng2
and text to SpeeCh converSionf In reCent
past2 the OR fOund its wldeSpread uSe in
industrles2 banklng2 education? and
researCh and b ro wug ht a
world of coCument management proCeSsf o(R
has turnec the sCanned doCumentS lnto fully
searChable doCumentS as the teXt 1s
reCognize¢ Vla (Omputersf ofR preVentS the
uSer from menually tYping the doCuments 1f

they are requlred to enter theSe lnto
ele(troni( databasess lnstead2 ofR eXCerpts
pertinent InfornatlOn and enters 1t
automatlcellYY

Te Estactec Successfuly

oK

reVo 1 u t ion in the

Fig. 17: Figure depicts the extracted text from the image img2

abcdefghijklmnopqgqrstuvwxyz

ABCDEFGHIJKLMNOPQRSTUYV
W XYZ

01234567829

Fig. 18: Figure depicts the input image img/ with written characters
and numerals using Arial

The purpose of OCR is to conduct the mechanical
and electrical conversion of scanned images of
typewritten and handwritten text into machine text. It
enables to digitize the printed texts which assists in
electronic searches, enabling compact storage of
text, and providing the text for machine translation,
text mining, and text to speech conversion. In recent
past, the OCR found its widespread use in
industries, banking, education, and research and
brought a revolution in the world of document
management process. OCR has turned the scanned
documents into fully searchable documents as the
text is recognized via computers. OCR prevents the
user from manually typing the documents if they are
required to enter these into electronic databases.
Instead, OCR excerpts pertinent information and
enters it automatically.

Fig. 19: Figure shows the second input img2 which would be provided
as input to the proposed model
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/] oarstrt g a oarstart E

Extracting Text from Images Extracting Text from Images
resulttx - Netepad
Fle &t ot Yiew e
The purgose of OIR is to (oncuCt the seonanioaa
anc ecectrilaa comersion 0 soamed inazes of

typeliritten and handuritien tert into nashine textt it

§ enabbes to digitize the printec texts Wioh assists in
Click to create Template eecCtronio searches] enabbing cOapact storage of

textf and providing the text for machine transsationl

text winingl and teXE to speeof ofnVersionn m revent
abcdefghijkimnopgrstuvwxyz pastl  te OR  fund its  lidespread  use  in
incustriest  bankingl edwoatiord and research and
B bew -0 brévgt a reVooution in tre Worrd of  doounent

ABCDEFGHIJKLMNOPQRSTUV maragenent processs OCR has turnec the soanned

documents into fuuuy searchebbe doCuments as the
text is reofgnized via Computerss OCR prevents thz
Ingp Skt WXYZ user fron nanuaaay typing the coCumerts 1f they ave
recuired fo enter these into eeeotronic databssess

snsteadf OCR  excerpts pertirent information and

0123456789 s ¢ svomtiongy

Fig. 20: Figure shows the uploaded image imglon GUI Fig. 23: Figure shows the finally extracted text from the image img?2 as
per the proposed methodology

Fig. 21 pops the message confirming the successful py
creation of the template. e o0 fomu Vw1

. . . Tne pufpeSe ef olR i8 te cBllducr rlle lhecllahical and
Flg 22 ShOWS the lmage ng2 SuCCeSSfully upl()aded elee‘.ﬁiezl eonvergion @f ;callneu inlages ef rypewfitrch

and handwfitrch texr inte mackine texrr It ehables t@

for the extractlon Oftext digirize thc Prlllred rexts wkiell assidts in cleerfonic
seafckes3  chablllly  cOlhraet  stefagc  8f  texrd  and
1 3 rfovldllig tke rext for lnachine translari@lll texr Ilhinlngo
Flg' 23 shows the ﬁnally extracted text from the Image and texr te BPcech cellvefsibnn 111 recent pasto tke OCR
. khnd its widespread Irse in ihdusrfics3 ballklngo
img?2 as per the proposed methodology. hucstlon 0 rescarel al1d bogllt 8 relotln In rie
. . . . wefld 6f doehnlcnt nlanagenlent Precesss  B(R  nas
Fig. 24 depicts the extracted text from the image img2 | o comee gy e myy  sastceone
doclrlhenrs a8 tne rxt  1s  rechgnlled Via  c@ntPhrerS §
- OR  pfovents e uwer  kem mahually tyPing  rlle
a R doclrlhenrs  if rhey are feghifed te ellrcr  rllesc  ihtd
eleetrfnlc datsbase8 8 Insteadd O(R cxcerrts Pcftlnellr
Inkfnlari@ll alld entefs 1t automatlcallyy

resulttxt - Notepad -l

Extracting Text from Images

Click to create Template Fig. 24: Figure depicts the extracted text from the image img2

e p— Results Obtained.:

o

Click to initiate with text extraction - Slmllal‘lty aChieVed - 6 1 .35%
Difference —38.65%

Common symbols — 665

e Different symbols -419

IV. ConNcLusioN

Fig. 21: Figure displays the popped message confirming the successful The proposed model for extracting the text from

creation of the template the images has been tested on three different cases in
Section III. The values for four performance evaluation
] st =l parameters have been obtained in all three cases and have

been summarized in Table 1 below.
Table 1. Table denotes the obtained values of different
S T performance evaluation parameters from three tested
The purpose of OCR s to cenduct the mechanical
@ and electrical conversion of scanned images of cases

typewritten and handwritten text into machine text. It
enables to digitize the printed texts which assists in

AL elactronic searches, enabling compact storage of P n . y
text, and providing the lext for machine trarslation, Font Name Slmllal’lty Difference Common Different

text mining, and text fo spezch conversion. In recent achieved (%) SymbOlS Symbols

Extracting Text from Images

‘Selected Image

past, the OCR found its widespread use In

industries, banking, education, and research and (%)

Clickto nitiate with text extraction brought a fevolution in the world of decument -
management process, OCR has tumed the scanned Times New 58.98 41.025 611 425
documents into fully searchanla documents as the

textis recognized via computers. OCR prevents the Roman

user from manually typing Ihe documents if they are
required o enler these into electronic databases Consolas 49.22 50.78 603 622
Instead, OCR excerpts pertinent information and
enters it automatically.

Arial 61.35 38.65 665 419

Fig. 22: Figure depicts the image img2 been successfully uploaded
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The obtained results indicate that the maximum
similarity in percentage has been obtained in with
font Arial followed by Times New Roman and finally
followed by Consolas. The greater value of the “similarity
achieved” parameter represents the better extraction of
the text from the images.

Fig. 25 denotes the comparative graphical representation
of the parameter “similarity achieved” in percentage
among the three tested cases.

Fig. 26 denotes the comparative graphical
representation of the parameter “difference” in percentage
among the three tested cases.

SIMILARITY ACHIEVED (%)

58.98
€135

49.22

TIMES NEW ROMAN CONSOLAS ARIAL

Fig. 25: Figure depicts the proportional graphical representation of the
parameter “similarity achieved” among the three tested cases

Fig. 27 denotes the comparative graphical
representation of the parameter “common symbols”
among the three tested cases.

Fig. 28 denotes the comparative graphical
representation of the parameter “different symbols”
among the three tested cases.

DIFFERENCE (%)

50.78

41.025

38.65

TIMES NEW ROMAN CONSOLAS ARIAL

Fig. 26: Figure denotes the proportional graphical representation of the
parameter “difference” in percentage among the three tested cases
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COMMON SYMBOLS

665

611

603

TIMES NEW ROMAN CONSOLAS ARIAL

Fig. 27: Figure denotes the proportional graphical representation of the
parameter “common symbols” among the three tested cases

DIFFERENT SYMBOLS

622

425
419

TIMES NEW ROMAN CONSOLAS ARIAL

Fig. 28: Figure denotes the comparative graphical representation of the
parameter “common symbols” among the three tested cases

So, based on the conducted research work it can be
concluded that the accuracy in terms of extraction of
text from the images is best conducted with the fonts
falling under the Serif category (Arial and Times New
Roman) as compared to Sans Serif (Consolas). In the
future, many more fonts with varying font sizes can
be used to obtain check out the best among them in
terms of different performance evaluation parameters.
Tesseract with Python can be used to future enhance
the values of participating performance evaluation
parameters.
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