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Abstract−Optical Character Recognition (OCR) pacts 
with the problem of identifying all types of different 
characters. OCR is capable of recognizing and converting 
both printed and handwritten characters into machine-
readable digital formats. OCR is not only used to recognize 
proper words but can also read numbers and codes.  The 
research paper focuses on performing the extraction of 
the text from the input image. The elaborated model has 
been proposed to conduct the extraction of the text from 
images. The implementation of the proposed model has 
been conducted on the MATLAB simulation tool. The three 
different cases with different font types (Times New Roman, 
Consolas, and Arial) have been tested on the proposed model 
and the readings for four different performance evaluation 
parameters (similarity achieved, difference, common 
symbols, and different symbols) have been achieved in all 
three cases. The paper elaborates the different steps of the 
conducted implementation in step-wise pictorial form for 
better understanding in all three implemented instances.  
The fonts have been taken from Serif (Arial and Times New 
Roman) and Sans Serif (Consolas) families. The conclusion 
part of the research paper details the obtained results in 
tabular as well as the graphical format and concludes that 
the accuracy achieved in extracting text from images is 
higher in the case of Serif fonts as compared to Sans Serif. 

Keywords:Arial, Consolas, Font, Text extraction, Times 
New Roman.

I.   Introduction
The purpose of OCR is to conduct the mechanical and 

electrical conversion of scanned images of typewritten 
and handwritten text into machine text [1, 2]. It enables 
to digitize the printed texts which assist in electronic 
searches, enabling compact storage of text, and providing 
the text for machine translation, text mining, and text 
to speech conversion [3, 4]. In the recent past, the OCR 
found its widespread use in industries, banking, education, 
and research and brought a revolution in the world of the 
document management process [5, 6]. OCR has turned 
the scanned documents into fully searchable documents 

as the text is recognized via computers [7, 8]. OCR 
prevents the user from manually typing the documents if 
they are required to enter these into electronic databases. 
Instead, OCR excerpts pertinent information and enters 
it automatically [9, 10, 11]. Consider a code or a serial 
number comprising of alphabets and numerals that are 
supposed to be digitized. OCR can convert these codes 
into a digital form and provide the required output [12, 
13]. But OCR does not consider the genuine nature of 
the object which is to be scanned [14, 15]. The job of 
the OCR is to take a look at the characters and convert 
them into digital format [16]. For instance, if one scans 
the word, OCR would learn and recognize the letters 
of the word, but have nothing to do with the meaning 
of the word [17]. The research work conducted in the 
paper primarily focuses on recognizing and extracting 
the alphabets and numerals from the given image based 
on the input image comprising alphabets and numerals 
to form the template. The four different performance 
evaluation parameters have been used to test the worth 
of the conducted research. These parameters are briefly 
mentioned below.

A.   Similarity Achieved 
 “Similarity achieved” refers to how accurately the text 

has been extracted from the image under consideration. 
The value of the “similarity achieved” is obtained 
in percentage. The greater is the value of “similarity 
achieved”, the better are the results obtained. 

B.   Difference 
“Difference” refers to the text that has not been 

accurately identified in the image under study. The lower 
is the value of the parameter “difference”, the better are 
the results obtained. The formula for evaluating the value 
of the difference is mentioned as under.

Difference = 100 – Similarity achieved
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C.   Common Symbols
“Common symbols” refers to the characters and 

numerals which have been accurately matched between 
the input image and the obtained output. Greater is the 
number of the “common symbols”, better are the results 
obtained.

D.   Different Symbols 
 “Different Symbols” refers to the characters and 

numerals which have been mismatched between the input 
image and the obtained output. The lower is the value of 
“different symbols”, the better are the results obtained.

II.   Research Methodology
This section elaborates on the adopted research 

methodology to extract the text from the images. The 
proposed methodology is elaborated in the flowchart 
displayed in Fig. 1 followed by the relevant algorithm.

Fig. 1: Flowchart Depicts the Proposed Methodology for Extracting 
the Text from the Image

Algorithm
1.	 Provide the input image img1.
2.	 Crop the image.
3.	 Convert the image img1 to binary (1 for alphabet or 

numeral and 0 for space).
4.	 Upload the cropped image and generate a Template.
5.	 Generated Template should have created a .mat file.
6.	 Read the image img2 from which the text is to be 

extracted.
7.	 Read one line per loop from the image img2.
8.	 Read the image img2 from which the text is to be 

extracted.
9.	 Read one line per loop from the image img2.
10.	Set the boundary for img2.
11.	 Create a text file to save results.
12.	Load the image img2 to the created template.
13.	Analyze the number of words in line through spaces 

between letters.
14.	Read letters in their original dimensions.
15.	Estimate the space occupied by the letters.
16.	Remove the line that has been read.
17.	 If there more lines left in the image img2
18.	Goto 13
19.	Else
20.	Goto 18
21.	End

III.   Implementation and Results
This section practically demonstrates the proposed 

research work via three instances. MATLAB has been used 
as a simulation tool to extract the text from the images. 

A.   Case 1
Input images
First input image 		  – img1 (Fig. 2)
Second input image 		  – img2 (Fig. 3)
Font 				   – Times New Roman
Font size 			   – 18
Fig. 2 represents the image img1 showing the 

lowercase characters from ‘a’ to ‘z’, uppercase characters 
from ‘A’ to ‘Z’, and numerals from ‘0’ to ‘9’ written in 
Times New Roman font having font size 18.

Fig. 2: Figure Depicts the Input Image img1 with Written Characters 
and Numerals Using Times New Roman Font

Fig. 3 shows the second input img2 which would be 
provided as input to the proposed model after successful 
creation of the template. The text has to be extracted from 
img2.
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Fig. 3. Figure shows the second input img2 which would be provided 
as input to the proposed model

Fig. 4 represents the GUI (Graphical User Interface) 
created to execute the proposed methodology. The GUI 
comprises three push buttons on the left side of the form 
titled “ocr_start”. The first push-button “Click to Create 
Template” is dedicated to the creation of the template via 
uploading the input image file img1. The second push 
button titled “Click to initiate with text extraction” is 
intended to initiate the process of extracting the text from 
the second input image file img2. The third push-button 
titled “Exit” terminates the GUI window.

Fig. 4: Figure depicts the designed GUI for extracting the text from the image

Fig. 5: Figure depicts the browsing and uploading of the image img1 
into the proposed system

Fig. 5 depicts the browsing and uploading of the 
image img1 into the proposed system.

Fig. 6 shows the uploaded image img1. A menu with 
two options of “Back” and “Continue” appears on the 
screen. The “Back” button redirects to the previous stage 
and the “Continue” button leads to the creation of the 
template.

Fig. 7 pops the message confirming the successful 
creation of the template.

Fig. 6: Figure shows the uploaded image img1on GUI

Fig. 7: Figure displays the popped message confirming the successful 
creation of the template

Fig. 8 depicts the browsing and uploading of the image 
img2 from which the text is to be extracted.

Fig. 8: Figure depicts the browsing and uploading of the image img2
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Fig. 9 shows the image img2 successfully uploaded 
for the extraction of text. 

Fig. 9: Figure depicts the image img2 been successfully uploaded

Fig. 10 shows the confirmation of the text been 
successfully extracted from the image img2.

Fig. 10: Figure shows the confirmation of the text been successfully 
extracted

Fig. 11 shows the finally extracted text from the image 
img2 as per the proposed methodology.

Fig. 11: Figure depicts the extracted text from the image img2

Results obtained:
Similarity achieved – 58.98%
Difference – 41.025%

Common symbols – 611
Different symbols – 425

B.   Case 2
Input images

First input image	 	 – img1 (Fig. 12)
Second input image  		  – img2 (Fig. 13)
Font 				   – Consolas
Font size 			   – 18
Fig. 12 represents the image img1 showing the 

lowercase characters from ‘a’ to ‘z’, uppercase characters 
from ‘A’ to ‘Z’, and numerals from ‘0’ to ‘9’ written in 
Consolas font having font size 18.

Fig. 13 shows the second input img2 which would be 
provided as input to the proposed model after successful 
creation of the template. The text has to be extracted from 
img2.

Fig. 12: Figure depicts the input image img1 with written characters 
and numerals using Times New Roman Font

Fig. 13: Figure shows the second input img2 which would be provided 
as input to the proposed model

Fig. 14 shows the uploaded image img1. A menu with 
two options of “Back” and “Continue” appears on the 
screen. The “Back” button redirects to the previous stage 
and the “Continue” button leads to the creation of the 
template.
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Fig. 15 pops the message confirming the successful 
creation of the template.

Fig. 16 shows the image img2 successfully uploaded 
for the extraction of text.

Fig. 17 shows the finally extracted text from the image 
img2 as per the proposed methodology.
Results obtained:
Similarity achieved 	 	 – 49.22%

Difference 			   – 50.78%
Common symbols 		  – 603
Different symbols 		  – 622

C.   Case 3
Input images
First input image 		  – img1 (Fig. 18)
Second input image 		  – img2 (Fig. 19)
Font 				   – Arial
Font size 			   – 18
Fig. 18 represents the image img1 showing the 

lowercase characters from ‘a’ to ‘z’, uppercase characters 
from ‘A’ to ‘Z’, and numerals from ‘0’ to ‘9’ written in 
Arial font having font size 18.

Fig. 19 shows the second input img2 which would be 
provided as input to the proposed model after successful 
creation of the template. The text has to be extracted from img2.

Fig. 20 shows the uploaded image img1. A menu with two 
options of “Back” and “Continue” appears on the screen. 
The “Back” button redirects to the previous stage and the 
“Continue” button leads to the creation of the template.

Fig. 14: Figure shows the uploaded image img1on GUI

Fig. 15: Figure displays the popped message confirming the successful 
creation of the template

 

Fig. 16: Figure depicts the image img2 been successfully uploaded

Fig. 17: Figure depicts the extracted text from the image img2

Fig. 18: Figure depicts the input image img1 with written characters 
and numerals using Arial

Fig. 19: Figure shows the second input img2 which would be provided 
as input to the proposed model
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Fig. 20: Figure shows the uploaded image img1on GUI

Fig. 21 pops the message confirming the successful 
creation of the template.

Fig. 22 shows the image img2 successfully uploaded 
for the extraction of text. 

Fig. 23 shows the finally extracted text from the image 
img2 as per the proposed methodology.

Fig. 24 depicts the extracted text from the image img2

Fig. 21: Figure displays the popped message confirming the successful 
creation of the template

Fig. 22: Figure depicts the image img2 been successfully uploaded

Fig. 23: Figure shows the finally extracted text from the image img2 as 
per the proposed methodology

.

Fig. 24: Figure depicts the extracted text from the image img2

Results Obtained:
Similarity achieved 	 – 61.35%
Difference 		  – 38.65%
Common symbols 	 – 665
Different symbols 	 – 419

IV.   Conclusion
The proposed model for extracting the text from 

the images has been tested on three different cases in 
Section III. The values for four performance evaluation 
parameters have been obtained in all three cases and have 
been summarized in Table 1 below.

Table 1. Table denotes the obtained values of different 
performance evaluation parameters from three tested 
cases

Font Name Similarity 
achieved 

(%)

Difference 
(%)

Common 
symbols

Different 
symbols

Times New 
Roman

58.98 41.025 611 425

Consolas 49.22 50.78 603 622

Arial 61.35 38.65 665 419
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The obtained results indicate that the maximum 
similarity in percentage has been obtained in with 
font Arial followed by Times New Roman and finally 
followed by Consolas. The greater value of the “similarity 
achieved” parameter represents the better extraction of 
the text from the images.
Fig. 25 denotes the comparative graphical representation 
of the parameter “similarity achieved” in percentage 
among the three tested cases.

Fig. 26 denotes the comparative graphical 
representation of the parameter “difference” in percentage 
among the three tested cases.

Fig. 25: Figure depicts the proportional graphical representation of the 
parameter “similarity achieved” among the three tested cases 

Fig. 27 denotes the comparative graphical 
representation of the parameter “common symbols” 
among the three tested cases.

Fig. 28 denotes the comparative graphical 
representation of the parameter “different symbols” 
among the three tested cases.

Fig. 26: Figure denotes the proportional graphical representation of the 
parameter “difference” in percentage among the three tested cases

Fig. 27: Figure denotes the proportional graphical representation of the 
parameter “common symbols” among the three tested cases

Fig. 28: Figure denotes the comparative graphical representation of the 
parameter “common symbols” among the three tested cases

So, based on the conducted research work it can be 
concluded that the accuracy in terms of extraction of 
text from the images is best conducted with the fonts 
falling under the Serif category (Arial and Times New 
Roman) as compared to Sans Serif (Consolas). In the 
future, many more fonts with varying font sizes can 
be used to obtain check out the best among them in 
terms of different performance evaluation parameters. 
Tesseract with Python can be used to future enhance 
the values of participating performance evaluation 
parameters.
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